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Abstract— This paper investigates the problem of the abuse user level and network congestion on university networks that caused by the existing of 

the heavy users. These user’s usage high bit rate applications like Peer-to-Peer (P2P), online internet gaming, Internet Protocol Television (IPTV). This 

paper presents a bandwidth control mechanism based on volume control to specify a restriction for the links’ quotas for colleges, departments, labs, and 

users. To achieve fairness between user’s max-min fairness algorithms was used to allocate the bandwidth to different mentioned levels, the algorithm 

was written using MATLAB. By using the max-min fairness algorithm, the result shows that the abnormal use of the network resource can be reduced. 

Therefore, the fair utilization of the link at the all levels of the University can be applied. 

Index Terms— bandwidth, network congestion, heavy users, max-min fairness algorithm    
——————————      —————————— 

1 INTRODUCTION                                                                     

HE Serious growth of Cloud users makes the traffic of 
packets is augmented in the network which leads to per-

formance deterioration of cloud services. This makes the data 
centers bandwidth suffers of the bottleneck [1]. Increasing of 
Internet services and growth of high bit rate applications 
makes the network providers suffer in allocating network re-
sources due to the scars of the network resources[2]. Network 
resource allocation troubles are worried with the allocation of 
restricted resources between competing entities to esteem 
some fairness policy while looking for the general efficiency 
allocation. Max-min fairness or the lexicographic maxims in 
optimization are the most broadly known ideas of fair optimi-
zation[3]. Max-Min Fairness algorithm is a popular mechan-
ism for resource allocation in the majority datacenter schedu-
lers[4]. A significant aim of bandwidth share is to maximize 
the use of network resources while sharing the resources in a 
fair way between network flows[5]. With no a dedicated flow 
management method, diverse amounts of traffic flows are stat-
ically allocated to links without examined the recent link utili-
zation. This, result in network congestion, and appear as la-
tency via users[6]. 
A broad diversity of applications today is running on data 
centers, which cause the scarce in-network bandwidth of data 
centers and create a performance bottleneck. To assurance the 
network performance, an effective in-network bandwidth 
management can be leveraged, but small work has been com-
plete so far. The core is that existing study principally de-
pends on a static or dynamic bandwidth allocation strategy. 
This leads to ineffective methods to permit elastic and flexible 
utilize of the in-network bandwidth between diverse applica-
tions. The bandwidth in a data center is difficult to be ma-
naged with a huge number of diverse applications[7].   

2 RELATED WORK  
 

The efficient bandwidth management in multi-service com-
puter networks such as university networks has become very 
difficult in current years. The increase of Internet traffic and 
restriction of bandwidth resources convinces the information 
technology (IT) administrators to center of attention on effi-
cient bandwidth allocation policies[8]. European Internet traf-
fic was studied, and it found that the usage through the peak 
most dynamic 5% of subscribers represented about 56% of the 
overall bandwidth, as the top 20% of dynamic subscribers ex-
tra than 97% of overall bandwidth. The major use of band-
width with 65.5% of traffic on the network is P2P applica-
tions[9]. In another study in diverse areas the P2P created on 
average between 49% and 83% of all Internet traffic[10].  Re-
cently, it was found that P2P traffic occupied between 60–80 % 
of the total traffic volumes, which seriously consumes network 
bandwidth and can be a reason for network congestions[11]. 
To reduce the effect of P2P and other heavy applications the 
bandwidth must be allocated in an affair manner. 

3 METHODOLOGY  

The capacity of the Internet links on university networks are 
considered to accommodate a certain amount of traffic.  The 
system is design with a target rate and  has to ensure that the 
traffic generated by the university networks must not exceed 
the capacity of the link; to achieve this the system is divide to 
the four levels as shown in figure 1.  
University level is responsible for the monitoring of the traffic 
generated by faculties, and each faculty has specific volume 
determined by the university during the capacity planning 
phase. If each faculty exceeds the volume, the university level 
controls that faculty. The traffic generated by all faculties must 
not exceed the link capacity of the campus network. 
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Faculty level is responsible for the monitoring the traffic gen-
erated by departments, and each department have specific 
volume. If each department exceeds this volume, the faculty 
level does control.                 
Department level is responsible for the monitoring the traffic 
generated by labs. And each lab has specific volume, if each 
lab exceeds this volume, the department level does control.                                                                 
Lab level is responsible for the monitoring the traffic generat-
ed by users, and each user have specific volume. The traffic 
generated by each user must not exceed the volume dedicated 
to it, if exceed the lab level control the user.   
When the traffic generated by the university become more 
than capacity grantee to the link, the university-level attempts 
to adjust the faculty that generated traffic more than the vo-
lume dedicated to it. In addition to that the faculty level at-
tempts to adjust the department which generated traffic more 
than the volume dedicated to it. Moreover, the lab level at-
tempt to adjust the user who exceeds the volume dedicated to 
it. The steps for solving the problem of heavy users is ex-
plained in figure 2. 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 

 
 

The previous flow chart demonstrates steps for determining 
the location of the heavy usage and controls it. In another case 
when some users generate traffic more than specific volume 

dedicated to them, and the link capacity is still under utiliza-
tion nothing. The flow chart of max-min fairness is shown in 
figure 3. 

 
 

 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 

4 RESULTS AND DISCUSSION 
The system was designed with target rate 3125 Mbps. It con-
sists of five colleges. Each college consists of five departments. 
Each department consists of five labs, and each lab consists of 
five users. By using the max-min fairness algorithm among the 
colleges the result is obtained in figure 4.  
 

 
 
 
 
 
 
 

 
 
 
From the previous, result was clear the problem in college5. 
By using the max-min fairness algorithm among the depart-
ments of college5 the result is in figure 5. 
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Fig. 1. volume based control 
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Fig. 2: Flow chart of the proposed Internet traffic  

Enter bandwidth

Start

If

Total req <= bw

Enter user's request

Volume (i) =bw/m

For i =1: m

   x=number of users with high requests

m=number of users request

For i=1: number of request

         N=[bw- total lower req]

           Checking the lower requests

While (N>1)

If

           Volume (i) <req (i)  

Volume (i) ++

If

N<1

End

Allocation (i) =request (i)

No

Yes

Yes

No

YesNo

For i=1: x

 
Fig. 3. Flow chart of the max-min fairness 

 

 

 
Fig. 4. Max-min fairness algorithm among the colleges   
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Referring to the result in figure 5, it is obviously the problem 
in department 5. By using the max-min fairness among the 
labs the departments the result as in figure 6 

 
 
 
 
 
 
 
 
 
 
 

According to the result in figure 6, it is clearly that the prob-
lem in lab5, finally by using max-min fairness among the us-
ers, the result as in figure7 
. 

 
 
 
 
 
 
 
 
 

 
From previous results, the control of the end user who causes 
the problem was done as in figure (8). From the figure, each 
entity requests specific demand of bandwidth, if this demand 
is less than or equal to the quota, then it will be given it de-
mand. On another hand when the entity requests more than 
the quota as in figure 4, then max-min fairness algorithm is 
used to allocate the bandwidth for all colleges, departments, 
laboratories, and users. The case in which the demand above 
quota is appearing in college 5, department 5, laboratory 5, 
and user 5, for example, user 5 its request is 405, and it has 
given 75 (405/75).  

 
 
 
 
 
 
 
 
 

 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 

By using the max-min fairness algorithm we keep for the best 
fairness and utilization of the bandwidth among users. Results 
of using max-min fairness as in the Table (1) 

 

TABLE 1 
RESULTS OF USING MAX-MIN FAIRNESS 

Department4

Department5

Lab1

The sum

The sum

Department1

Department2

Department3

User5

User4

User3

User2

User1

The sum

Lab5

Lab4

Lab3

Lab2

The sum

College5

College3

College4

College2

College1

College/dept/lab/user

125

125

25

625

3125

125

125

125

5

5

5

5

5

125

25

25

25

25

25

625

625

625

625

625

Quota

125

525

25

990

3455

100

120

120

405

5

5

5

5

525

425

25

25

25

425

990

622

623

620

600

Demand

125

195

25

660

3125

100

120

120

75

5

5

5

5

195

95

25

25

25

95

660

622

623

620

600

Allocation

 
The previous table clears the quota, demands and allocation 
for each college, department, lab and user. 

 
Fig. 5. Max-min fairness among the departments of college 5 

 

 
Fig. 6. Max-min fairness among the labs of department5 

 

 

 

 
Fig. 7. Max-min fairness among users in lab5 
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Fig. 8: Bandwidth allocation results 
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5 Conclusion 
This paper concerns fair resource’s allocation to avoid a user 
level abuse and congestion avoidance on university networks. 
The results clearly show that the using of the max-min fairness 
algorithm can give an efficient allocation of the bandwidth 
among different University level.  
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